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ABSTRACTS 

This paper investigates certain skew products of BernouUi shifts with rotations 
or permutations, and shows that these transformations, if weak mixing, are 
also Bernoulli. 

Sinai [-7] and later Ornstein [.3] have shown that a mixing transformation of  pos- 

itive entropy has a Bernoulli factor of full entropy. One can make use of  Rohlin's 

theory of measurable partitions [6] to reformulate this result as follows: A mixing 

transformation of  positive entropy h is the skew product  of a Bernoulli shift of 

entropy h with a family ~ of  transformations. In light of  Ornstein's recent results 

[.4] on K-automorphisms which are not Bernoulli many questions arise as to 

what kinds of skew products give Bernoulli shifts. In this paper we report results 

obtained under very restrictive hypotheses, namely that the family ~ consists of  

two rotations or two permutations and the skew product is measurable with 

respect to the independent generator of  the two-shift. In these cases weak mixing 

implies Bernoulli. 

Preliminaries 

Let (X,B(X),#) be a Lebesgue space with ~ an invertible measure preserving 

transformation. A partition P is an ordered finite disjoint collection of measurable 

sets whose union is X. I f  P and Q are partitions then their join is defined as 
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P V  Q = {P ~ Q j l P i e P ,  QjeQ} 

ordered lexicographically. A partition P is said to be a generator for z if the 

sigma-field B(X) is generated by the family of  sets t_) {z"P: n = 0,+_ 1, _ 2, ...} ; 

or equivalently, if there exists a set N,/~(N) -- 0, such that for x, y (E N, z'x and 

z'y belong to different sets of  P for some n. Two partitions P and Q are called 

independent (P l Q) if 

#(Pi ~ Qi) = #(Pi)p(Qj) 

for Pi ~ P, Qj e Q. A partition P is called an independent generator for z if P is a 

generator and if 

- 1  

P l V ziP 
- - m  

for all m _>- 1. A transformation is called a Bernoulli shift if it has an independent 

generator. A partition P is called Markov with respect to z if 

for A i ~ P and all positive n. 

A transformation is called a Markov shift if it has a Markov generator. 

THEOREM (Friedman and Ornstein [1]). A weakly mixing Markov shift is 

Bernoulli. 

I f  P = {P1," ' ,PN} is a partition we denote by d(P) the vector d(P) = (it(P1), 

"'" P(PN)). IrA is a set of positive measure we denote by P/A = {P1 ~ A,. . . ,  PN ~A} 

the partition of A by P and by d(P/A) the vector d(P/A)= (#(P~ ~A)/#(A),  

�9 ..,l~(P N nA)/l~(A)). I f P  and Q are partitions of X each with N sets then we 

define D(P, Q) by 

N 

D(P,Q) =~ Z 
i = 1  

I~(Pi - Q,) + #(Qi-P,) .  

I f  p1, p2, . . . ,p ,  and Q1, Q2, ..., Qn are two sequences of partitions all with N sets 
- i ;I 

then d({P }1, {Q'}I)is defined by 
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n i = 1  

where the inf is taken over all sequences pl, . . . , /~n and 01, ..., O n with 

P.)--, p.) 
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(o) d({ztP/C}~o +n, { ) P } 7  n) < 

for a collection of sets C in V -  1 i _,~z P of total measure at least 1 - e. 

THEOREM (Ornstein [5]). I f  z has a very weak Bernoulli generator then z is 

Bernoulli. 

The transformation 

Skew products 

Let ( X , B ( X ) , # x )  be the bilateral product of the two point sets {0,1}, each 

with mass �89 and let a be the shift, that is, 

a(x)n = xn+ l, - o o  < n < co. 

Suppose (Y,B(Y),/Zr) is a Lebesgue space and q5 o and q51 are invertible, /~r- 

preserving transformations on Y. Form the direct product 

(X  x Y, B(X)  x B(Y),/~x x # r). 

z(x, y) = (ax, ~o(Y)  ) 

is called the skew product of a with {q~o, tkl}, and is an invertible #( =#x  x # r)- 

measure-preserving transformation. 

The family {tko, q51} is ergodic if A = q51A = qSoA implies that A has measure 

0 or 1. A much more general form of the following lemma can be found in 

Kakutani [2]. 

Finally a partition P is said to be very weak Bernoulli if for each e > O there is an 

N = N(e) such that if n ___- 0 and m __> 1 then 
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LEMMA 1. "C is ergodic iff  {r162 } is ergodic. 

A simple extension o f  this result is obta ined by noticing that  z x z is a skew 

p roduc t  o f  a x a with {r x CJl i,]e {0, 1}}. This  is 

LEMMA 2. Z is weakly mixing i ff  {r x r r  x r r x r r x r  is 
ergodic on Y x Y. 

PROOF. Z is weakly if and  only if  z x z is ergodic,  hence L e m m a  1 applies. 

Permutations 

We now examine  the case when Y = {1 ,2 , . . . ,k} ,  # r ( i )  =l/k,  1 <- i <- k. In  

this case r and  r are pe rmuta t ions  and  we have 

LEMMA 3. IfPi~ = {(x, j )  l Xo = i}, then the partition P = {Pijti ~ {0,1},j e Y} 
is a Markov generator for z. 

PROOF. I f ( x ,  i )~(x ' ,  i'), then either i r  i', or i = i '  and  for  some n, x, ~ x,'. 

In  the first case the two points  belong to different a toms of  P, while in the second 

case z"(x, i) and z"(x ' ,  i') lie in different a toms of  P. Thus  P is a genera tor  for  z. 

I f  Ao, A1,..., A, ~ P, then 

It z-mAr. = 2,+1 " -~- 
r " = O  

if  the intersection is not  empty,  hence the M a r k o v i a n  condi t ion 

I~ (m=Ao Z-mAm )#(A1)= p(Ao f~Z-IA~)P ( ~=l Zm Am ) 

holds. 

Since mixing M a r k o v  shifts are Bernoulli  we can combine  L e m m a s  2 and  3 to 

obta in  

THEOREM 1. I f  {r X r is ergodic on Y x Y where Y is a finite set, then z 

is isomorphic to a Bernoulli shift. 
F o r  example,  if  Co(s) = s, r = s + 1 ( m o d k ) ,  then z is a Bernoulli  shift. 

I f  k = 4 and 

r = 2, r  = 1, r  = 4, r  = 3, 

r = 3, r  = 1, r = 4, r  = 2, 
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then z is ergodic but not mixing. 

Rotations 

Now we shall focus on the case where the ~b i are rotations. In the remainder of 

this paper Y will be the unit interval with Lebesgue measure and 

~bo(x ) = x + a (rood 1) 

~bx(x) = x + fl (rood 1) 

where a and fl are fixed real numbers. The conditions for weak mixing are given 

in the following lemma. 

LEMMA 4. Z is weakly  mix ing  iff  a - fl is irrational. 

PROOF. Suppose ~](an,m) 2 < oo, 

f ( y ,  y ')  = ]~an,m e2~(ny+my') 

and for almost all y, y'  e Y and all V, ~' e {~, fl} 

f ( Y  + ~, y '  + ~') = f ( y ,  y'). 

Thus for all n, m and all ~, y ' e  {~, fl} we have 

(1) an. m = an,me 2~(n~+mr). 

I f (n ,  m) r (0,0) and ~ - fl is irrational this requires an, m = 0, so that z is weakly 

mixing. I f  a - fl is rational, then (1) has other solutions so z x z is not ergodic. 

This proves Lemma 4. 

Our main result in this section is 

THEOREM 2. I f  a -- fl is irrational, then z is isomorphic to a Bernoulli shift. 

Our proof  will be given after a series of lemmas and can be thought of as a 

simplified version of the arguments used in Ornstein [5]. We shall make free use 

of the notation and terminology used in that paper. 

For  s e {0, 1} put 

P,  = {x] x o = s}, P,o = P~ x [0,�89 P,1 = P~ x [�89 1) 

and 

Q = {Po, P1}, P = {Poo, Po , ,P ,o ,  P i i } .  
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Clearly Q is a generator for a. We prove 

LEMMA 5. I f  either ~ or fl s irrational, then P is a generator for z. 

PROOF. Suppose a is irrational. We can also suppose that for each x e X there 

are arbitrarily large k such that k consecutive values of  x,, n > 0 are zero. Thus if 

(x, y) ~ (x', y')  and x = x',  one can choose n so that the line from (x, y) to (x, y ' )  

intersects the line y = �89 that is, T~(x, y) and zn(x, y ')  lie in different atoms of  P. 

Also if x ~ x',  one can choose n so that a"x and a"x' lie in different atoms of Q. 

Thus P is a generator for z. A similar argument establishes the lemma if fl is 

irrational. 

The next three lemmas provide the basic tools for establishing that P is very 

weak Bernoulli. We assume hereafter that ~ - fl is irrational. 

LEMMA 6. I f  C,C'e  -1 i V - m a Q  and ~ = C •  ~ ' = C ' x  {y}, then for 

all n > O  

a ~ v  'P/e : a  y 

PROOF. This follows from the fact that for s~ {0,1}, and C ~ Ps 

LEMMA 7. Given e > O, there is a tS > O and N I = NI(s) > O such that for 

s {0,1} 

d({z'P}~=o/P s x {y}, {z'P}~=o/P ~ x {y '} )<  e 

i fn>=N l and l y -  y'l <5.  

PROOF. Let E - X x [0, e/4) t3 X x [�89 �89 + e/4). Apply the ergodic theorem 

to choose N1 and F,/~(F) < e such that 

1 . - 1  2 - -  Z ZE(Zk(x,y)) <= + ~(f,)_~ 
l't k = O  

if  n > N1 and (x, y) ~ F. 

Ifl Y - Y I < e/4 and (x, y) ~ F, then for 0 -< k -< n - 1, the line from zR(x, y) to 

zR(x, y ) does not meet E more than en times. This proves the lemma. 

LEMMA 8. Suppose k is a positive integer and Y~ = [i - 1/k, i lk),  1 <- i <- k. 
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Put Z i = P o •  Yi, 1 < i < k and Zi = P~ • Y~_k,for k + I < i < 2k. Given ~' > O, 

there is an integer Nz  = N(e') such that i f  C =P~ • (y}, s ~ (0, 1}, then there is 

a set C' ~_ C , / (C ' )  < e, such that for  each i, 1 <- i < 2k 

1 
[[(TN2(C - C') c~z , )  - ~ - I  <e'  

where [ is Lebesgue measure on f ibers X x {y).  

PROOF. Subdivide each Yi into intervals Yo of length 1/kl, for 1 < j = l and 

form the corresponding portions Z o of each Zv Use weak mixing (Lemma 4) to 

choose N 2 so that for all i, j ,  m, and n, 

] /~(C*Zu c~ Z,~,,) - t~(Z,j)~(Zm.)] < & 

Fix i,j  and let Wij be the union of those parts K of Z u such that T n ~ K ~ Z,,1 ~ Z,~l 

for some m, 1 < m -< 2k. I f  l is large enough and r is small enough, then for each m 

I 11 ~(C~(Z~; - W,.j) r z~ )  - ~ < e. 

I f  C ~ ZU, let C' = C t3 W u and the desired result follows. 

LEMMA 9. Given e > O, there is an N such that 

d ( ~ ' e ~ + . ~  {~,e}o ~+.)  < (2) ~l . ~ o /  , 

for all n and any ~ et (_. = C x {y} where C ~ V_ma  i 

PROOF. This lemma completes the proof  that P is very weak Bernoulli for one 

can now integrate (2) over the fibers r of a past set ~ e -1 k/-mz P to obtain the 

desired inequality (0). To prove Lemma 9, first apply Lemma 6 to replace (~ by 

Ps x {y}, where C _ P~. Choose ~ and N~ from Lemma 7 for e/2, then choose k 

such that 1/k < & Now choose N2 = N(e')  from Lemma 8. From Lemma 7 we 

have, for 1 _ i_< k, n ___ N1 

d({z'P}'~= o/W,, {z 'P}~/Z,)  < e/2 

where W~ = z S ~ ( C -  C')c3 Zv  Hence if e' is small enough, inequality (2) will 

hold if n >N~ + N2. Thus the desired N is N~ + N2. This proves the lemma and 

completes the pro of of Theorem 2. 
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